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1. Introduction

Zonal flows have attracted the attention of many scientists 
because of their potential to reduce heat transport [1–6]. 
They play an important role in regulating turbulence and 
thus improve the energy confinement of magnetized plasmas. 
Zonal flows are cells in the poloidal direction which are con­
sistently generated by drift wave turbulence through non linear 
E × B coupling. Streamers, in contrast, are radially elongated 
convective cells which dramatically increase radial heat trans­
port in fusion devices [7]. Several fundamental aspects of 
zonal flows and streamers remain to be fully explored. The 
mechanisms underlying the onset and disappearance of these 
structures are still a subject of discussion [8]. In particular the 
interplay between zonal flows and turbulence remains a chal­
lenging problem in tokamak physics [9]. Moreover, there is 
a great deal of interest in enhancing strong and robust zonal 
flows in magnetized plasmas.

To uncover underlying mechanisms, we use a gyrokin­
etic code which only takes trapped particles into account. 
The turbulence driven by trapped particles (trapped electron 
mode—TEM and trapped ion mode—TIM) is characterized 
by frequencies of the order of a slow trapped particle preces­
sion frequency. Studying the dynamics at this time scale is 
therefore relevant for the analysis of TEM and TIM turbulence 
properties. This model also stands as a prototype for more 
general turbulence including higher frequency turbulences 
driven by the kinetics of passing particles. Focusing on kinetic 
trapped particles (with adiabatic passing particles) makes it 
possible to average the kinetic equation over the cyclotron and 
the bounce motions, and allows the number of independent 
variables in phase­space to be reduced. The gyro­bounce aver­
age filters the fast frequencies ωc (cyclotron frequency) and 
ωb (bounce frequency) as well as the small space scales ρc 
(Larmor radius) and δb (banana width). It reduces the dimen­
sionality of the model from 6D to 4D [10–14].
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This model is developed in action­angle formalism, which 
means kinetic Vlasov equations  are much easier to solve. 
Only two kinetic variables appear in the differential operators. 
The other two variables appear as parameters—two adiabatic 
invariants, namely particle kinetic energy E and the trapping 

parameter κ =
√

1−λ
2ελ , with λ = µBmin/E , μ the magnetic 

moment, Bmin the minimum magnetic field amplitude, and 
ε = a

R0
 the inverse of the aspect ratio of the tokamak. Thus 

the final model involves two parameters (E, κ) and the 2D 
space coordinates (ψ,α). We consider a tokamak equilibrium 
with circular concentric magnetic surfaces. The coordinate ψ 
is the poloidal magnetic flux normalized to the system radial 
size and stands for the radial coordinate. The quantity α is 
equal to ϕ− qθ, where θ and ϕ are respectively poloidal and 
toroidal angular coordinates and q is the safety factor defined 
by q(ψ) = (B.∇ϕ)/(B.∇θ).

Trapped kinetic electrons have been recently implemented 
in our model [14–16] and now the code TERESA­4D (trapped 
element reduction in semi lagrangian [17] approach) is capa­
ble of covering both TIM/TEM regimes simultaneously. Only 
trapped particles are kinetic, both passing ions and pass­
ing electrons are adiabatic, and the model is collisionless. 
Therefore neither trapping and de­trapping processes due to 
turbulent/collisional pitch angle scattering, nor neoclassical 
physics are taken into account. We observe that zonal flows 
can transiently appear after the nonlinear phase of saturation 
of TEM or TIM micro­instabilities depending on the temper­
ature ratio Te/Ti. In a tokamak, this ratio can be changed for 
instance by using electron cyclotron resonance heating which 
leads to different confinement regimes.

Several observations of a hysteresis in the modulation 
electron cyclotron heating experiments have been reported, 
for instance on DIII­D plasma [18] or on large helical device 
(LHD) [19, 20]. Sharp and fast changes of heat flux at the 
switch­on and switch­off of heating have been reported which 
has lead to the explained hypothesis that the heating power 
has an immediate influence on turbulent plasma transport even 
without a change of mean parameters or mean distribution 
function.

Moreover, depending on the temperature ratio, magn­
etically confined plasma may spontaneously exhibit a 
trans ition from a low confinement (L­mode) to a high con­
finement (H­mode) state. The high confinement mode was 
discovered by the ASDEX team [21], and is the consequence 
of a self­organizing process in the plasma that is not yet fully 
understood. Simplified models have been used in order to 
explain the transition mechanism from the low to high con­
finement mode in tokamaks. These simplified models exhibit 
hysteresis, using for instance three equations  coupling the 
drift wave turbulence level, zonal flow speed, and the pres­
sure gradient [22].

Finally, L­H transition has been reported very recently [23] 
by means of gyrokinetic simulations of edge turbulence in 
fusion plasmas, leading to the formation of an edge transport 
barrier just inside the last closed magnetic flux surface.

In this article, we report on our observation of a hysteresis 
in the relation between zonal flows and electron temperature. 

This was achieved by using first­principles­based gyrokinetic 
simulations for core fusion plasmas.

2. Transport hysteresis

In the work described in this letter we vary the temperature 
ratio β = Te/Ti according to figure 1 and measure its impact 
on the energy of zonal flows and drift mode instabilities. In 
a previous paper [16] we experimented with three ways to 
act on the ratio Te/Ti: 1. Modifying the Cad coefficient (see 
equation (1) in [16]), which is a function of the temperature 
ratio, or 2. Modifying the electron temperature of the thermal 
bath in the core side, or 3. Modifying the electron temperature 
of the thermal bath in the edge side. We have observed that 
the efficiency of the modification is not very sensitive to the 
applied method, or to a combination of the different meth­
ods. Whatever the method used, the trends observed are the 
same. In this letter we focused on the first method (modifica­
tion of the Cad coefficient). Using this method means that we 
model a uniform heating rather than a heating energy depos­
ited at selected locations that tailors the temperature profile 
in the plasma. All other parameters are the same as in [16]. 
The code is global and full­f, and using these parameters we 
get ρ∗ = ρs/a = 3.0 × 10−2, with a the small radius. Time is 
normalized to the frequency ω0 = T0/(eR2

0Bθ) which corre­
sponds to the ion precession frequency at the typical temper­
ature T0. In our simulations Ti = T0 = 1, therefore ω0 is the 
ion precession frequency. The frequency of trapped modes 
(TEM and TIM) is of the order of ω0, and ωc � ωb � ω0, 
with ωb the bounce frequency and ωc the cyclotron frequency.

This can be interpreted as a crude model for the following 
experimental scenario: an increase followed by a decrease in 
ECRH (electron cyclotron resonance heating). ECRH is used 
in many tokamaks—the ITER Tokamak will rely on ECRH 
heating—and is also for instance the main heating system 
of Wendelstein 7­X, capable of operating continuously. We 
stopped our simulations at Te/Ti = 3.4, which is an arbitrary, 
but reasonable value, given the typical temperature ratios 
obtained in most modern tokamak experiments with ECRH 
heating.

Figure 1. Starting from Te = Ti (β = 1.0), we gradually increase 
the electron temperature up to β = 3.4 and then decrease it back 
to its initial value β = 1.0. The time interval between each step is 
taken as sufficiently long (20 ω−1

0 ) for a steady state to be obtained.

Nucl. Fusion 57 (2017) 124001
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To quantify the strength of zonal flows and drift instabili­
ties (TIM and TEM) provided by numerical simulations per­
formed with TERESA, we define the energy contained in the 
zonal flow,

WZF =

∫ 1

0

〈
∂φ

∂ψ

〉2

α

dψ, (1)

and the energy contained in drift instability modes,

Wm>0 =

∫ 1

0

〈(
∂φ

∂ψ
−
〈
∂φ

∂ψ

〉

α

)2
〉

α

dψ. (2)

Here φ is the electrostatic potential, 〈.〉α means average over 
α, and m is the mode number along the α direction.

In figure  2 the ratio WZF/Wm>0 is plotted against the 
temper ature ratio Te/Ti, whose evolution in time is imposed 
as depicted in figure 1. The arrows indicate increasing time. At 
the beginning (A), from Te/Ti = 1 to 2.8, we observe strong 
zonal flows which means that the plasma is well confined and 
the heat transport is low. Then a transition (see t1 in figure 2) 
occurs between Te/Ti = 2.8 and Te/Ti = 3. The energy con­
tained in modes m > 0 is found to become much larger than 
that contained in zonal flows (B). Decreasing the temper ature 
ratio does not enable us to recover the situation observed 
initially—the plasma presents a phenomenon of hysteresis. 
When the temperature ratio is decreased, the level of energy 
contained in m > 0 remains large (C). Finally a new transition 
occurs (see t2 in figure  2) at Te/Ti = 2, where zonal flows 
become much stronger than instability modes (D).

We noticed that, although the qualitative shape of the hys­
teresis is robust, its width and height quantitatively depend on 
plasma parameters. For instance, the path from B to C can be 
shortened by reducing the maximum β (from 3.4 to 3.2 for 
example). We also noticed that the hysteresis effect depends 
very little on the time ramp of Te/Ti. For instance there is no 
difference between the case ∆t = 5 ω−1

0  and the case ∆t = 20 
ω−1

0  (the latter being the case considered in this letter), ∆t  
being the time interval between each step.

It should be noted that the hysteresis effect does not depend 
on the radial coordinate. According to (1) and (2), Wm>0 and 

WZF are integrated from ψ = 0 to ψ = 1 in figure 2. But we 
obtain the same hysteresis effect if we choose to integrate over 
small different parts of the radial domain. Therefore, the pos­
sible non­local nature of the transport does not seem to be 
crucial in this case. However it should be noted that the simu­
lation domain is quite small in our numerical experiments. 
Local events which can affect the global transport were not 
observed in the simulation box.

3. Transitions

In this paragraph we shall first focus on the transition from 
Te/Ti = 2.8 to Te/Ti = 3 (t1, from A to B) when the ratio 
increases (at t = 200 ω−1

0 ), and next, on the second transition 
(t2, from C to D), from Te/Ti = 2.2 to Te/Ti = 2.0 when the 
ratio decreases (at t = 400 ω−1

0 ).
We note that the transition t1 corresponds to a sudden 

change in the energy distribution between zonal flows and 
instabilities (figure 3). Although the energy of m > 0 modes 
is found to increase as a function of Te/Ti, there is an abrupt 
change of slope at the transition. At the same time, zonal flows 
lose their intensity strongly. This transition leads to a radical 
change in the state of the plasma, with the confinement becom­
ing markedly worse and the radial heat transport undergoing 
a sharp increase. It should be noticed that this behavior can be 
confirmed by considering the electric potential shearing rate 

profile ∂2
ψφ as a function of ψ. The zonal flows at t = 450.0 

ω−1
0  are much stronger than those observed at t = 300.0 ω−1

0 , 
the shearing rate being approximately an order­of­magnitude 

larger. Moreover the plot of ∂2
ψφ as a function of time is very 

close to that of WZF (see figure 3). In this simulation experi­
ment the energy contained in zonal flow is actually directly 
connected to zonal flow shear and to the turbulence suppres­
sion. Therefore a high level of improvement in energy con­
finement can be expected globally at the end of the hysteresis.

This transition can be studied in more detail by plotting 
the evolution of the modes m  as a function of time, keeping 

Figure 2. WZF/Wm>0 plotted against Te/Ti. The time evolution of 
Te/Ti is imposed according to figure 1. The arrows indicate the path 
of the hysteresis. Transitions t1 and t2 are discussed hereafter.

Figure 3. Total energy (solid curve), ZF energy (dash curve, 
m = 0) and energy contained in other modes (m > 0, dot curve). 
Starting from Te = Ti, electrons are heated up to Te = 3.4Ti 
(t = 250 ω−1

0 ). Next, electron temperature is decreased back down 
to Te = Ti. Both transitions t1 and t2 discussed earlier are indicated.

Nucl. Fusion 57 (2017) 124001
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in mind the relationship between time and the ratio Te/Ti 
in our numerical experiment. In figure  4, the energy evo­
lution of a given mode m  as a function of time is shown. The 
power spectrum of modes plotted against time is evaluated 
at ψ = 0.75, where the strongest zonal flows are observed. It 
should be noticed that similar results are obtained at ψ = 0.3, 
where similar strong zonal flows are also observed. The mode 
m = 0 corresponds to the zonal flows. The other modes cor­
respond to the instabilities. We found that at the time of the 
transition t1 (marked by a black arrow on the abscissa axis), 
the odd modes of the instabilities undergo an abrupt, large 
increase, while the even modes undergo a sharp decrease. 
The sharp transition therefore corresponds to a decrease in the 
mode m = 0 and a strong increase in the odd modes.

Later, during the second transition t2, at t = 400 ω−1
0  

corre sponding to Te/Ti = 2, the phenomenon is reversed and 
amplified. All the energy is found to be in the zonal flows, 
while the instabilities are greatly reduced and their energy 
becomes close to zero. When the electron temperature is the 
same as initially, zonal flows are found to be stronger than 
at the beginning of the cycle. The heat flux is found to be 
strongly reduced.

4. Efficiency of the control method

In a previous article [16], we showed that a control method 
could be applied to enhance the appearance of zonal flows 
while keeping the desired temperature.

In this section we proceed differently. Starting from a situ­
ation where Te/Ti = β  (>1), and without changing this ratio 

(unlike figure 1), we observed that zonal flows occur at the 
beginning of the nonlinear phase but are reduced later, allow­
ing for streamers to govern radial heat transport. We impose 
Te = Ti (heating is switched off), a regime where zonal flows 
are naturally strong and robust, before switching back to the 
initial β > 1 (heating is switched on again, see figure 5) in the 
hope of maintaining strong and robust zonal flows.

After a short transition after the end of the control, the sys­
tem was found to exhibit strong sustainable zonal flows and 
thus to be very effective in reducing heat fluxes. Therefore, 
robust and strong zonal flows are triggered by the applied 
control. The advantage of this method is that plasma param­
eters are only modified for a very short period of time without 
significantly modifying the performance of the plasma on the 
discharge time and while allowing the plasma to be heated 
again for long times. We found the qualitative response of the 
plasma to be insensitive to the duration of the control period 

Figure 4. Power spectrum (a.u) of modes m = 0 to m = 7 plotted against time (which corresponds to different Te/Ti ratios, according to 
figure 1). m = 0 corresponds to zonal flows. The black arrow on the abscissa denotes the transition from Te/Ti = 2.8 to Te/Ti = 3.0 (t1) 
discussed previously. During this transition odd modes are found to dramatically increase while even modes dramatically decrease. During 
the other transition (t2), a dramatic increase of ZF (m = 0) is observed at t = 400 ω−1

0  while other modes drop to near zero.

Figure 5. Principle of the control method described in [16].

Nucl. Fusion 57 (2017) 124001



5

E. Gravier et al

during which we modify the plasma parameters, as both 
durations 0.26 ω−1

0  and 10 ω−1
0  lead to the same results for 

instance. Moreover, whatever the duration needed to switch 
the electron heating on or off (very rapid: 0.01 ω−1

0  or gradual: 
10 ω−1

0 ), we obtain the same results regarding the emergence 
of zonal flows.

However, we noticed that this method is only effective for a 
certain range of temperatures. The induced reduction of zonal 
flows is found to vary in importance (it gradually evolves) 
depending on the ratio Te/Ti. For instance for β = 3, the con­
trol method appears to be inefficient. There is a link between 
this previous numerical experiment and the one reported in 
this article. We observe that this method is efficient as long 
as the temperature ratio is less than that of the transition t1. 
As soon as instabilities take over zonal flows—meaning as 
soon as they contain more energy—the method is no longer 
efficient and the control method is unable to durably change 
the dynamic state of the plasma.

Therefore the control method introduced in [16] can 
be interpreted as a way to take advantage of the hysteresis 
reported here.

5. Conclusion

We investigated the possibility of stimulating zonal flow 
generation and for the first time demonstrated a hysteresis 
phenomenon in the generation of zonal flows by using gyro­
kinetic simulations of core fusion plasmas. Zonal flows were 
driven by TEM and TIM turbulence and studied by means 
of gyrokinetic Vlasov simulations for trapped particles. In 
this work we neglected the impacts on zonal flow dynam­
ics of 1. trapping and de­trapping processes due to turbu­
lent/collisional pitch angle, and 2. neoclassical transport. 
We studied the exchange of energy between zonal flows and 
instabilities as a function of the electron temperature. The 
change in zonal flows and instabilities was found to have 
the characteristics of hysteresis. The plasma may have dif­
ferent dynamic states according to the history of the elec­
tron temper ature. For the same temperature for example, the 
plasma may exhibit zonal flows containing different levels 
of energy which affects the plasma confinement. Two major 
transitions were observed during this hysteresis cycle—one 
for which instabilities suddenly develop and the other for 
which the zonal flows strongly take over instabilities. We 
have also shown that a control method used to trigger zonal 
flows can be considered on some parts of the cycle but is no 
longer effective on others.
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