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The effect of the presence of an impurity species on the trapped particle turbulence is studied using

the gyro-bounce kinetic code TERESA, which allows the study of Trapped Electron Modes and

Trapped Ion Modes. The impurity species is treated self-consistently and its influence on the nature

of the turbulence, ion driven or electron driven, is investigated. It is found that the presence of

heavy impurities with a flat density profile tends to stabilize the both electron and ion modes,

whereas a peaked or hollow impurity density profile can change the turbulence from an electron

driven turbulence to an ion driven turbulence. The effect of the turbulence regime on impurity

transport is studied. https://doi.org/10.1063/1.5026381

I. INTRODUCTION

In tokamak physics, impurities are defined as particles of

the plasma that are not part of the elements that contribute to

the reaction of fusion. Impurity transport is an issue that needs

to be understood in order to obtain a sustainable burning

plasma. These impurities can have different sources; they can

come from the plasma boundaries, where particles are sput-

tered from the walls: in this case the impurity species will be

tungsten in the context of ITER or can be carbon in other

machines (such as JT60-SA). In addition, other species, such as

argon or neon, can be introduced into the plasma edge in order

to decrease the heat and particle fluxes on the walls and these

particles can then propagate into the plasma core. On the other

hand, the impurities can come from the plasma core, in which

case they are a-particles produced by the reactions of fusion.

These impurities can have negative effects on the

plasma confinement in two major ways. First, they may con-

tribute to plasma dilution, reducing the fuel present for a

given pressure. Second, these impurities are ionized multiple

times, and through cycles of ionization-recombination and

excitation-deexcitation, will radiate a significant part of the

plasma energy from the core.

It is therefore very important to understand impurity

transport so that accumulation in the plasma core can be

avoided. The direction of this transport, i.e., inwards or

outwards, does not solely depend on the impurity density

gradient. Indeed, neoclassical theory predicts a pinch veloc-

ity depending on both the main ion density gradient and tem-

perature gradient. In addition, turbulence also contributes to

impurity flux, with a sign that depends on the type of domi-

nant instability, whether it is electron or ion driven.

Flat, peak, and hollow profiles of impurities can be real-

ized in experiments. For instance in Alcator C-mod1,2 hollow

or flat profiles can be observed during a H-mode, peaked for

instance at mid-radius and hollow near the core. In ASDEX,

it has been shown that Ion Cyclotron Resonance Heating

(ICRH) power coupling could be optimized to reduce the

tungsten influxes, and the use of Electron Cyclotron

Resonance Heating (ECRH) allows keeping the central peak-

ing of the tungsten concentration low.3,4 In JET with its

ITER-like wall (JET-ILW) operation, it is observed that

n> 1 tearing modes can significantly speed the on-axis peak-

ing of tungsten impurities, which in-turn degrades core con-

finement through radiative losses.5 Also high-Z impurity

transport from the plasma edge to the core appears to be a

dominant factor to explain the observations.6,7 Some models

have been introduced to describe the high-Z concentration in

the plasma core.8 The critical behavior of the central tung-

sten concentration in some experimental scenarios could be

attributed to edge and core transport parameters. For exam-

ple, one of the most critical scenarios appears to be a hot

edge combined with peaked density profiles.

Significant progress has been made in the investigation of

turbulent transport of impurity ions in recent years. Fluid mod-

els2,9 or gyrokinetic codes such as GYRO, GENE, and GKW

containing realistic tokamak geometry,10 auxiliary heating,11

collisionality,12 rotational shear,13 toroidal rotation,14 and

poloidal asymmetries15 have been successfully employed in

the studies. Also the impact of the neoclassical distribution

function on turbulent impurity and momentum fluxes has been

recently investigated using fluid and gyrokinetic simulations.16

In this work, we focus on turbulence issues. More

precisely, we look at the influence of the impurity profile on

trapped particle driven modes and study the transport of

these impurities. This is done using the code TERESA,

which is a semi-Lagrangian code based on a collisionless

reduced bounce-averaged gyrokinetic model.17–22 This code

treats the passing particles adiabatically and allows the study

of Trapped Electron Modes (TEM) and Trapped Ion Modes

(TIM). Its most interesting property is that it enables the

full-f treatment of multiple populations of trapped particles

at low numerical cost. However, the model on which the

TERESA is based is collisionless, and as such it can only

provide the turbulent contribution to transport.

In the high temperature and low collisionality regime

relevant for ITER, collisionless turbulent transport contribu-

tion is expected to dominate over the neoclassical contribu-

tion for light impurities.23

For heavy impurities, while the contribution of neoclas-

sical (collisional) transport and the interplay between
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turbulent and neoclassical transport need to be taken into

account to have a complete understanding of impurity trans-

port, obtaining a clear picture of the purely turbulent impu-

rity transport is a necessary step towards this final objective.

TERESA allows the processing of trapped ions, elec-

trons, and impurities. This enables us to observe the action

of the impurities as an active species, i.e., taken into account

in the quasineutrality constraint, thus seeing how they influ-

ence the dynamics of the plasma, particularly on the instabil-

ity growth rates and on the nonlinear phase.

Of course in this TERESA model kinetic physics of

passing particles is missing. Nevertheless, as heavy impuri-

ties have a much smaller parallel velocity (factor
ffiffiffi
A
p

with A
the mass number) they will therefore have a parallel velocity

too small to resonate with the TIM or TEM carried by the

main trapped ions and trapped electrons.

We will show that by changing the radial gradient of

impurities in an otherwise identical plasma, it is possible to

move from a TEM dominated turbulence to a TIM domi-

nated turbulence. In addition, we show depending on the

dominant regime of turbulence, the importance of the zonal

flow and thus of transport changes.

In Sec. II, the model used in this paper is briefly

described, and then it is used to perform the linear analysis

in Sec. III where it is shown how impurities modify the lin-

ear growth rate of the instability. In Sec. IV, numerical

results on zonal flow generation and transport are discussed.

Finally, a brief summary of the results along with a conclu-

sion is given.

II. MODEL—TERESA CODE

The TERESA code is based on an electrostatic reduced

bounce averaged gyrokinetic model.17,22,24,25 The dynamics

that will be considered here evolves on timescales of the

order of the trapped particles precession frequency.

Therefore, it is possible to gyro-average and bounce-average

the Vlasov equation, thus filtering out the fast frequencies

xC (cyclotron frequency) and xb (bounce frequency) and the

small space scales qc (gyro-radius) and db (banana width).

The trapped particles are treated kinetically, while the pass-

ing particles are treated adiabatically.

This allows one to reduce the dimensionality from 6D to

4D. It is furthermore possible to adopt an action-angle for-

malism, simplifying the treatment of the Vlasov equations.

Finally, only two variables appear in the differential opera-

tors: the angle a¼u � qh and the magnetic flux w where u
is the toroidal angle, h is the poloidal angle, and q is the

safety factor. The variable w is a function of the minor radius

and will be used as a radial coordinate for the numerical sim-

ulations. The other two dimensions are two invariants: the

particle kinetic energy E and the trapping parameter j.

Using these reductions, the Vlasov equation reads

@fs

@t
� J0;s/; fs½ �a;w þ

XdE

Zs

@fs

@a
¼ 0: (1)

Here, fs is the gyro-bounce-averaged particle distribution

function, with the subscript s¼ i, e, z indicating the species

considered (main ion, electron, or impurity), and / is the

plasma potential. The Poisson brackets are defined as

½g; h� ¼ @ag@wh� @ah@wg. Zs is the charge number.

Xd ¼ Zsxd;s

E , with xd,s the toroidal precession frequency

for the species s that can be expressed26 as follows:

xd;s ¼
q

a

E

qsBminR0

�xd; (2)

where q is the safety factor, a is the minor radius of the toka-

mak, qs is the electric charge of the species s, Bmin is the min-

imal strength of the magnetic field on a field line, E is the

kinetic energy, and �xd is defined as follows:26

�xd ¼
2Eðj2Þ
Kðj2Þ � 1þ 4s0

Eðj2Þ
Kðj2Þ þ j2 � 1

 !
; (3)

where j ¼
ffiffiffiffiffiffi
1�k
2ek

q
is the trapping parameter, e ¼ a

R0
is the

inverse of the aspect ratio of the tokamak, k¼ lBmin/E, s0 is

the magnetic shear, and Kðj2Þ and Eðj2Þ are, respectively,

the complete elliptic functions of the first and second kinds.

Clearly, the precession frequency does not depend on the

mass of the particle and the charge alone appears in this

expression. In conclusion, the electron toroidal precession

and the main ion (Zs¼ 1) toroidal precession present the

same space-time scales, which enables the construction of a

kinetic model including both TIM and TEM regimes with a

minimum of numerical constraints.

In this paper, we will consider a single value j¼ 0, cor-

responding to deeply trapped particles. This further reduces

the dimensionality from 4D to 3D. Moreover, we assume

that the magnetic shear is constant over radius.

The gyro-bounce-averaging operator is approximated as

J0;s ¼ 1� E

Teq;s

d2
b0;s

4
@2

w

 !�1

1� E

Teq;s

q2q2
c0;s

4a2
@2

a

 !�1

; (4)

where qc0,s and db0,s are the Larmor radius and the banana

width (expressed in units of w) at an arbitrary typical temper-

ature T0 (energy is normalized to the typical thermal energy

T0), db0;s ¼ qqc0;s=
ffiffi
e
p

and Teq,s is the equilibrium tempera-

ture at w¼ 0. x0 ¼ T0=ðeR2
0BhÞ corresponds to the ion

precession frequency at the typical temperature T0 (time is

normalized to this frequency which in tokamaks is of the

order of 103 rad s�1) and Lw¼ aR0Bh is the radial length of

the simulation box in units of w. Lw and x0 are arbitrarily

chosen equal to 1.

The quasi-neutrality equation reads

2ffiffiffi
p
p Teq;i

T0

X
s

Zscs

ð1
0

J0;sfsE
1=2dE

� �

¼ Cad /� e/h/ia
� �

� Cpol

X
s

csssZ
2
s Ds/; (5)

where cs ¼ ns=neq is the concentration (ns is the population

density, neq¼ n0,e is the equilibrium density, and we haveP
s Zsns ¼ 0), Cpol¼ex0Lw=T0;Cad¼Cpol

1�fT
fT

P
sðZ2

scsssÞ
where fT is the fraction of trapped particles and ss¼Teq,i/Ts.

The operator Ds is defined as Ds ¼ ðqqc0;s

a Þ
2@2

a þ d2
b;0@

2
w and
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e/ ¼ ð
P

s sscsZ
2
s e/;sÞ=ð

P
s sscsZ

2
s Þ. e/ is a control parameter

which governs the response of the adiabatic passing par-

ticles. Regarding the electron response, e/,e¼ 1 prevents the

passing electrons from responding to the zonal potential

which is constant on a flux surface (toroidal mode n¼ 0).

This situation prevails when the electron gyro-radius is small

compared with the characteristic length of the zonal flows.27

Unlike passing electrons, passing ions must respond to zonal

flows (0 � e/,i � 1); therefore, e/ should be in the range

[0, 1]. The model does not allow the adiabatic response to be

properly computed so we introduce e/ as a free parameter

and assume the form chosen in Eq. (5). A detailed study of

this parameter was performed in Ref. 28. Hereafter, only the

extreme case e/¼ 1 is considered.

III. LINEAR THEORY

A. Dispersion relation

Linearizing Eqs. (1) and (5) yields a linear dispersion

relation which can be solved to find the growth rate and real

frequency of the TEM and TIM for different plasma parame-

ters. The dispersion relation reads

D ¼ 0 ¼ Cn �
X

s

Csss

ð1
0

J2
n;s

�
jn;s þ jT;s ns �

3

2

� �
Xdðns �WsÞ

e�nsn
1
2
sdn; (6)

where the equilibrium distribution function has been approx-

imated by

Feq;s ¼
n0;s

T
3
2
eq;s

e�ns 1þ w jn;s þ jT;s ns �
3

2

� �� �� �
(7)

and the coefficient Cn is defined as Cn ¼
ffiffi
p
p

2
½Cad

þCpoln
2
P

s csssZ
2
s q

2
C;s þ Cpolk

2
P

s csssZ
2
s d

2
b;s�. Here,

n ¼ E
Teq;s

; Ws ¼ Zsx
nXdTs

, n being the mode number in the a-

direction, k¼ p the most unstable radial mode, and x the

mode frequency. The inverse radial gradient lengths are

given by jn;T ¼ @w logðneq; TeqÞ.

B. Presence of an impurity species

Using this dispersion relation, we investigate the effect

of introducing an impurity species. Here and in the remain-

der of the paper, we consider a plasma composed of deute-

rium as the single main ion species and tungsten W40þ

(Z¼ 40) as a single impurity species.

1. Impurities with no radial density gradient

Let us first look at a situation where there is no radial

density gradient. The parameters are given in Table I. It

should be noted that the Larmor radii and banana widths are

constant and do not vary with w. Densities and temperatures

(n0,s and T0,s) are given at the edge of the radial box and pro-

files vary with w according to these values at the edge and

(jn,s, jT,s).

Simulations are not performed with actual ion to elec-

tron mass ratio (mi/me¼ 9, see Table I), but they are per-

formed with actual impurity mass to main ion species ratios

(mZ/mi¼ 184/2, corresponding to qcZ
¼ 0:24qci

with Z¼ 40).

We have chosen these parameters so that we deal with modes

in the range n¼ 8 to n¼ 20. Our purpose is to get a trend.

Actually, if we try to deal with actual ion and electron

parameters, then we need to consider a more accurate grid in

the a direction.

Figure 1 shows the growth rate of TIMs and TEMs as a

function of the tungsten concentration cz. In the ratio cz,

only nZ is changed. n0 is the electron density and remains

constant (equal to 1). The densities have to satisfy the quasi-

neutrality constraint: as a consequence, the main ion density

decreases as cz increases.

Consistently with Refs. 29–32, we observe that the

impurities, for flat density profiles, have a stabilizing effect

on trapped particle modes due to increased dilution, and that

this stabilizing effect increases with the impurity concentra-

tion. We also observed that real frequencies decrease with

the tungsten impurity concentration.

It is worth noticing that by increasing impurity concen-

tration, the coefficient Cad increases according to the defini-

tion of Cad. This factor plays a major role in determining the

instability growth rates, regardless of the nature of the insta-

bility. A large Cad means a large adiabatic response of the

passing particles leading to a decrease in the instability

growth rate.

It should be noted that we also observed that the TIMs

and TEMs are stabilized more easily by impurity species

with a higher charge number. This also shows that, in the

cases we are studying, the impurities cannot be treated as

TABLE I. Typical plasma parameters used.

ne0

me

mi

mZ

mi
qce

qci
qcZ

dbe
dbi

dbZ
jT,s jn,s se sz

1 0.11 92.0 0.01 0.03 0.0072 0.01 0.1 0.024 0.25 0 1 1

FIG. 1. Growth rate of the fastest growing mode of TIMs and TEMs as a

function of the tungsten impurity density cz. Only nZ is changed, n0 is the

electron density and remains constant. The blue dots correspond to TIM

growth rates and the red dots correspond to TEM growth rates.
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traces, and their action on the plasma needs to be taken into

account.33

Finally it is worth noticing that if we want to increase

the ion to electron mass ratio, as a consequence the most lin-

early unstable mode increases. Nevertheless, the linear

results remain in qualitative agreement with the results pre-

sented here: The linear growth rates decrease with the impu-

rity density.

2. Influence of the radial density gradient

We will now look at the influence of a radial density

gradient of impurities. For this study, the impurity profile is

varied and the quasi-neutrality constraint is ensured

ne ¼ ni þ ZnZ: (8)

Let us first define the relative impurity gradient length as

GZ ¼ jnZ
=jni

. The parameters of the simulations shown in

this section are displayed in Table II. The parameters not

shown are the same as those in Table I. It should be noted

that jni
will remain constant in the rest of the paper and be

equal to 0.05, except when comparisons with the case jne

constant will be needed.

We show two cases in Fig. 2, corresponding to a popula-

tion of tungsten impurities with the same concentration, but

opposite gradients GZ¼620. Note that this value is large

mainly because jn,i is small. In this situation, the linear anal-

ysis shows that for an impurity profile peaked (GZ > 0) the

TEMs are the most linearly unstable [see Fig. 2(a)]. On the

other hand, when the impurity profile is hollow (GZ < 0), the

TIMs are the most linearly unstable but dominant only in the

low mode range, while TEMs are dominant beyond n¼ 10

and stay unstable even when TIMs are stable [see Fig. 2(b)].

We observe that the gradient of heavy impurities, when

it is in the same direction as the main ion species gradient,

will decrease the TIM growth rate and increase the TEM

growth rate, whereas it will increase the TIM growth rate

and decrease the TEM growth rate when these gradients are

in opposing directions.

It should be noted that the same simulations but with the

electron density gradient held fixed (and the ion density gra-

dient allowed to change) would give results that are qualita-

tively close to those presented in Fig. 2.

We provide a basic explanation for this linear behaviour.

Using the quasi-neutrality constraint and the definitions used

before, we can write:

jne
¼ cijni

þ ZcZjnZ
: (9)

With the parameters given in Table II, we obtain a large

value of the electron density gradient jne
¼ 0:0804 in the

case GZ¼þ20 [Fig. 2(a)], which destabilizes TEM instabil-

ities. On the other hand, with GZ¼�20 [Fig. 2(b)], the elec-

tron density gradient is smaller and jne
¼ 0:0164. This result

is consistent with the fact that the collisionless trapped elec-

tron modes, driven unstable by resonance with the trapped

toroidal precession drift, are shown26,34 to be unstable with a

growth rate that increases with jne
.

This result is also consistent with results from

nonbounce-averaged gyrokinetic simulations discussed in

Refs. 29 and 32, where it was shown that the TEM growth

rate increases with the impurity density gradient in the case

of a relatively flat density profile. This trend is also observed

in Fig. 3, which displays the linear growth rate of the fastest

growing TIM and TEM for different impurity density gra-

dients. In addition, we can see in Fig. 3 a transition between

TIM dominated dynamics and TEM dominated dynamics

occurring around GZ¼�18 (solid curves, jn,i¼ 0.05) for the

parameters considered here. It should be noted that, by keep-

ing a fixed electron gradient jn,e¼ 0.05 and adapting the ion

profile to ensure electroneutrality, the results displayed in

Fig. 3 remain qualitatively similar (dotted curves), with the

difference that the transition from TIM to TEM occurs

around GZ¼�12.

The behavior of real frequencies xr also remains simi-

lar: The TEM real frequency increases with GZ, whereas the

TIM real frequency decreases with GZ. But the variation is

TABLE II. Parameters for cases with an impurity density gradient.

jni
jTZ

ci cz ce

0.05 0.25 0.968 0.0008 1

FIG. 2. Growth rate of TEMs and TIMs as a function of mode number. Case (a) GZ¼þ20, case (b) GZ¼�20. The blue dashed curve corresponds to the

growth rate of the TIM modes and the red solid curve corresponds to the growth rate of the TEM modes. For clarity, negative growth rates have been set to

zero. The poloidal cross section sketches display the shape of the impurity profile for negative and positive GZ.

062307-4 Idouakass et al. Phys. Plasmas 25, 062307 (2018)



not strong: For instance in the case keeping jn,e constant, for

TEM the real frequency changes from xr¼�13 (GZ¼�20)

to �16 (GZ¼þ20) while for TIM the real frequency

changes from xr¼ 6.7 (GZ¼�20) to 6.58 (GZ¼þ20).

Finally, according to Eq. (9), since a big GZ value leads

to a big ratio jn,e/jn,i, indicating a small ratio ion/electron

drift frequency, the Landau damping of main ions is

increased, stabilizing the TIM modes, while the free energy

is transferred from trapped electrons to waves via wave-

precession drift resonance and thus the TEMs become more

unstable.

IV. NONLINEAR SIMULATIONS

The numerical simulations are done using a thermal and

density bath as boundary conditions, i.e., the temperature

and density are fixed at both radial boundaries w¼ 0 (outer

boundary) and w¼ 1 (inner boundary). Dirichlet boundary

conditions are imposed on the potential. The grid mesh is

Na¼ 257, Nw¼ 513, and NE¼ 192 for the energy parameter.

An initial perturbation is imposed on the electrostatic

potential, with all modes excited with a small amplitude and

random phases.

First, let us note that there is a good agreement between

the linear analysis prediction for the growth rates and the

ones obtained from direct, initial value, numerical simula-

tions. In addition, the direction of propagation of the instabil-

ity (ion precession direction for TIMs and electron

precession direction for TEMs) is recovered, depending on

the peaked (GZ¼þ20) or hollow (GZ¼�20) impurity den-

sity profile. There is a small difference in the numerical and

analytical linear growth rates, leading to a transition from

TIM dynamics to TEM dynamics for GZ ’ �14 numerically.

This difference is due to the assumptions made in the linear

theory.

A. Influence of the dominant mode on the zonal flow

An interesting quantity to consider when investigating

the importance of the zonal flow is its energy compared to

that of the other modes. This ratio can be calculated as21

WZF

Wn 6¼0

¼

ð1

0

	
@/
@w


2

a

dw

ð1

0

	
@/
@w
� h@/

@w
ia

� �2

a

dw

; (10)

where WZF is the zonal flow energy and Wn6¼0 is the energy

contained in all other modes.

In Fig. 4, the time evolution of the amplitude of different

modes is given, and the zonal flow amplitude is highlighted.

The two cases shown here are the ones discussed previously.

In the saturated phase, we observe that the ratio WZF/Wn6¼0 is

much larger when TIMs dominate the dynamics [Fig. 4(a)]

than when TEMs dominate the dynamics [Fig. 4(b)]. In the

case GZ¼�20 (TIM), the ratio is WZF/Wn6¼0 ’ 3500, while

in the case GZ¼þ20 (TEM), the ratio is WZF/Wn6¼0 ’ 80.

It appears, consistently with Ref. 27, that this behaviour

is intrinsic to TEM and TIM turbulence and has nothing to

do with the presence of impurities, but whether the dominant

mode is an electron or an ion driven mode. Here, this domi-

nant mode depends on the impurity profile. For example, in

the case of a hollow impurity profile, with GZ¼�5, the

FIG. 3. Linear growth rate of the fastest growing mode as a function of the

impurity gradient length GZ. The blue solid (dotted) curve corresponds to

TIM growth rates; the red solid (dotted) curve corresponds to TEM growth

rates, keeping jni
ðjne
Þ constant.

FIG. 4. Temporal evolution of the potential amplitude, for n¼ 0 to n¼ 30. The mode n¼ 0 is highlighted in red. Case (a): GZ¼�20 where TIMs are dominant;

case (b): GZ¼þ20 where TEMs are dominant.
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dominant mode is a TEM and the ratio is of the order of

WZF/Wn 6¼0 ’ 100.

It should be noted that these ratios are high in all cases

due to the parameters chosen, so the ratios are relevant con-

sidered with respect to one another.

In the TIM turbulence, the trapped electron gyroradius

and banana width, when compared to the characteristic

length of turbulence, are smaller than in the case of TEM tur-

bulence, because the characteristic length is smaller in the

TEM case. Therefore, in the TIM regime trapped electrons

cannot respond across the zonal flow potential that is con-

stant on a flux surface, and as a result, zonal flows can be

strong. In the TEM regime, trapped electrons can respond

more and consequently zonal flows become less strong.

As mentioned before, regarding passing particles, it

should also be noted that taking e/¼ 1 means to suppress

any response from passing particles to zonal flow potential.

For linear studies, the value of e/ does not change the nature

of the instability and the linear growth rate of the instability

remains the same. For the results displayed in Fig. 4, by con-

sidering e/¼ 0.5 for instance a change of the saturation level

of zonal flows is observed, but the ratio between the energy

contained in zonal flows in the TEM case and in the TIM

case remains substantially the same. In this paper, we only

show a trend and we chose to consider the case e/¼ 1.

B. Impurity transport

In this section, we will investigate the transport of particles

when impurities are present. The particle flux is defined as22

Cs ¼ �
2ffiffiffi
p
p
ð

da
ð
@J0;s/
@a

fsE
1
2dE: (11)

The impurity particle flux can be modeled as the sum of a

diffusive flux and a convective flux

CZ ¼ �DrnZ þ VnZ; (12)

where D is a diffusion coefficient and V is a pinch velocity.

This Eq. (12) can also be written in the form

CZ

necZ
¼ �DGZjni

þ V: (13)

We first note that when there is a peaked impurity pro-

file (GZ > 0), the TEMs dominate the dynamics and the

transport is dominated by the electrons. In this case, the

impurity particle and heat fluxes are outward.

On the other hand, when the impurity profile is hollow,

either the TIMs or the TEMs can dominate the dynamics, but

in both cases, the impurity particle flux is inward.

Figure 5 shows the impurity particle flux Cz, averaged

over the spatial variables, and averaged over time, as a func-

tion of GZ. We see that there are different transport regimes

depending on the radial impurity density gradient.

Let us first look at the range �20<GZ < �15. This is a

range of parameters where the TIMs dominate the dynamics,

and we can see that there is a weak dependence of the trans-

port on the impurity density gradient.

In the next range, �15<GZ < �12, there is a competi-

tion between TIMs and TEMs, and we can observe a strong

decrease in the transport with a small increase in the gradi-

ent. This is likely due to a transition from the ion driven to

the electron driven turbulent regime.

This leads to a range �12<GZ < þ6 where the particle

flux scales close to linearly, but there is a change of transport

coefficient depending on the sign of GZ, with a transport

coefficient in the peaked profile larger than in the hollow

profile. However, the transition from inward to outward

transport occurs very close to GZ¼ 0, which indicates that in

that turbulent regime, the pinch effect is negligible compared

to the turbulent transport. Indeed, in a zero-flux situation, the

pinch velocity can be obtained as V¼ (DrnZ)/nZ, which is

zero for a flat density profile. It should be noted that the cur-

rent implementation of the TERESA code does not allow the

description of either the curvature pinch or the neoclassical

pinch associated with the collision operator, which may

explain the fact that no pinch is observed.

Then in the range þ6<GZ<þ20, the transport

increases with a rate faster than linear with respect to GZ. To

provide a basic explanation of this change of slope, we also

estimate the flux CZ

necZ
given by (13). We assume that the

pinch velocity is zero and that ne and jni
are constant. The

flux is thus proportional to �DGZ. Using the mixing length

estimate, we assume that the diffusion coefficient is equal to

c=k2
r , with kr constant and c being linear growth rates of the

TEM instability as a function of GZ (see Fig. 3). This esti-

mated flux is also plotted against GZ in Fig. 5 (in red, dotted

line). We observe a qualitative agreement between the flux

obtained from nonlinear TERESA simulations and that of

given by the mixing length estimate.

It must be noticed that we also performed simulations

considering the trapping parameter j equal to 0.85 instead of

0, i.e., considering barely trapped particles instead of deeply

trapped particles. Changing j leads to modifying �xd from 1

to 0.16 according to the complete elliptic functions of the

FIG. 5. Averaged impurity flux Cz as a function of GZ. The dots correspond

to simulation points (in blue). In red (dotted line) is shown the particle flux

estimated from the mixing length estimate ðCz / �cGZÞ and using the linear

growth rates of the TEM instability as a function of GZ (see Fig. 3).
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first and second kinds, with a magnetic shear equal to zero

[Eq. (3)]. In this case, the plasma behavior is strongly modi-

fied. The linear growth rate of the instability is much greater

and therefore, the saturation levels of drift waves and zonal

flows are different when compared to the previous case con-

sidering deeply trapped particles. Moreover, the impurity

flux is multiplied by one order of magnitude when compared

to that of the j¼ 0 case.

V. CONCLUSION

In this paper, we have studied the impact of the presence

of a population of impurities in a tokamak plasma using the

gyrokinetic code TERESA. We have shown that their pres-

ence can have a strong influence on the dynamics of the tur-

bulence in the plasma. In particular, it was shown that the

direction of the radial gradient of impurities could change

the nature of turbulence, going from an electron dominated

turbulence when the impurity density profile is peaked on

the magnetic axis to a trapped ion mode turbulence when the

impurity density profile is hollow. It was also shown that the

nature of the turbulence could have a strong influence on the

relative importance of the zonal flow energy compared to the

energy contained in the turbulence, where for ion mode dom-

inated turbulence, the ratio of zonal flow energy to turbulent

energy is much greater than that in electron mode dominated

turbulence. Finally, we saw that in the case considered here,

there was no impurity pinch for a zero-flux situation.

Moreover, it appears that the transport of impurities in the

case of TEM turbulence and for this set of parameters used

in this article is in agreement with the mixing length esti-

mate. In light of these results, it is clear that it is very impor-

tant when looking at the dynamics of impurities to treat them

self-consistently, as their effect on the turbulence can

strongly affect their transport.
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