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ABSTRACT

This work presents a benchmark study comparing three distinct numerical methods—Particle-In-Cell (PIC), semi-Lagrangian, and N-body
simulations—for analyzing the damping of Langmuir waves in a one-dimensional Vlasov–Poisson plasma system. Each approach has unique
advantages in terms of accuracy, resolution, and computational cost. The comparison aims to discriminate between numerical artifacts and
physical phenomena, identifying the contribution of finite particle numbers and boundary conditions in both linear and nonlinear regimes.
The study demonstrates strong agreement between the PIC and semi-Lagrangian methods in both regimes. N-body simulations, while requir-
ing a specific method to overcome statistical noise, agree in the limit of many bodies (>500). Crucial subtleties regarding initial and boundary
conditions are discussed throughout.

VC 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (https://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0240349

I. INTRODUCTION

The 1D Vlasov–Poisson model is a fundamental tool in plasma
physics, particularly for studying the behavior of collisionless plasmas.
It is extensively used to analyze the propagation and interaction of
plasma waves, such as Langmuir waves and ion-acoustic waves, and to
understand phenomena like Landau damping.1 This model is also cru-
cial in exploring beam-plasma interactions, where it helps to investi-
gate instabilities (in both linear and nonlinear terms2) and nonlinear
phase space structures like electron holes.3–7

In fusion research, this model is applied to understand the inter-
action between particle beams and plasmas, which is essential for both
inertial confinement and magnetic confinement fusion systems. It also
plays a significant role in the design and analysis of plasma-based devi-
ces, such as particle accelerators and plasma thrusters. Its applications
extend to space and astrophysical plasmas, aiding in the study of
kinetic instabilities and the dynamics of charged particles in environ-
ments like the solar wind and Earth’s magnetosphere. Additionally,
the model is the foundation for many numerical simulations, and a
tool for verification of both numerical simulation codes and new theo-
retical frameworks.8–14

Most high-temperature plasmas of interest do not strictly adhere
to the Vlasov (or collisionless Boltzmann) equation, even notwith-
standing effects of finite particle numbers, and higher-order correla-
tions.15 They are influenced by collisions, sources and sinks, energetic,
chemical, atomic, and nuclear processes, and possibly external forces.
However, in many practical cases, it is possible to focus on scales (spa-
tial and temporal) where the Vlasov equation16,17 serves as a reason-
able approximation or starting point.

In this paper, we focus on the damping of Langmuir waves,
which can be caused by Coulomb collisions, and/or by collisionless
Landau damping. Landau damping is due to the resonant interac-
tion between the wave and the particles. This phenomenon has
been extensively studied both analytically and numerically (recent
examples: Refs. 18–21 and review: Ref. 22) as it plays a crucial role
in many plasma processes.

In this study, we investigate the Landau-damped Langmuir wave
using three different numerical methods: a Particle-In-Cell (PIC)
method, a semi-Lagrangian approach, and a N-body approach. Each
of these methods offers distinct advantages and challenges in simulat-
ing the Vlasov–Poisson system. The objective is to benchmark these
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numerical approaches against each other to determine their accuracy,
and suitability for different plasma conditions and investigations. The
main point of this paper is, by analyzing fine details of a Landau-
damped wave using these three fundamentally different numerical
methods, to discriminate without ambiguity, among the observed phe-
nomena, which are numerical artifacts and which are physical. Then,
among the physical phenomena, we can discriminate which are due to
the small number of particles, which depend on boundary conditions,
which depend on fluctuation amplitude (we investigate both linear
and nonlinear regimes), and which are universal.

This study is most of all an effort to clarify numerical artifacts
(e.g., noise in PIC and statistical effects in N-body) vs physical phe-
nomena (e.g., nonlinear Landau damping and BGK modes), and to
provide insights into cross-code validation, with crucial subtleties
regarding initial and boundary conditions.

While our results are presented for a 1D electrostatic plasma, the
implications extend to more complex systems. For instance, under-
standing the noise characteristics and resolution limits of PIC codes in
this simplified setting provides a foundation for their application to
2D/3D electromagnetic problems.

The remainder of this paper is structured as follows: Sec. II
describes the 1D Vlasov–Poisson model and physical plasma setup.
Section III details the numerical methods employed, including the
PIC, semi-Lagrangian, and N-body approaches. Section IV discusses
the boundary conditions, including initial conditions, and their imple-
mentation in each method. Section V provides a refresher on Landau
damping, including the high-amplitude regime. Section VI presents
the results of the benchmarks, comparing the different methods in
both linear and nonlinear regimes. Finally, Sec. VII provides conclu-
sions and insights drawn from the comparative analysis.

II. MODEL
A. One-dimensional Vlasov–Poisson model

We consider a uniform, unmagnetized 1D plasma, which is rele-
vant when the physics under consideration is essentially one-
dimensional. This is the case in contexts of e.g., solar wind plasmas,
laser/plasma interactions, and even magneto-hydrodynamics modes in
strongly magnetized fusion plasmas (where the fast nonlinear wave/
particle interactions can be modeled by an electrostatic 1Dmodel23–27)

We further assume that ions form a fixed, neutralizing back-
ground. This precludes the investigation of ion-acoustic-type waves,
but is usually a good approximation for electrostatic plasma
(Langmuir) waves.

We adopt the 1D Vlasov–Poisson model, which yields the self-
consistent evolution of the distribution function of electrons f ðx; v; tÞ
and the electric field Eðx; tÞ. The Vlasov equation is cast as

@f
@t

þ v
@f
@x

� eE
m

@f
@v

¼ 0; (1)

where e is the elementary charge, m is the electron mass, and E is the
electric field. Here, collisions are neglected.

Self-consistency is ensured by the Maxwell–Gauss–Poisson (here-
after, Poisson for concision) equation,

@E
@x

¼ e
�0

n0 �
ð
f dv

� �
; (2)

where n0 is a constant density which accounts for the neutralizing back-
ground of ions (and is equal to the ion density if ions are singly-charged).

This is a well-known classical model, which has been investigated
by many authors, both analytically (e.g., Refs. 1, 28, and 29) and
numerically (e.g., Refs. 18 and 30–36) It is extensively used to study
the propagation and evolution of Langmuir waves (electron plasma
waves) and ion-acoustic waves. It describes resonant phenomena like
Landau damping and beam–plasma interactions, as well as nonlinear
phenomena like wave steepening, soliton formation, and phase-space
structures (e.g., electron holes).

The subtleties lie in the treatment of boundaries, and in the
numerical method.

B. Plasma setup

Hereafter, the spatial extent (simulation box length) is set to
L ¼ 100 kD, where kD is the Debye length. The equilibrium electron
distribution function is a Maxwellian, centered at v ¼ 0, with homoge-
neous density n0 and temperature Te (or equivalently, thermal velocity
vTe ¼ ðTe=meÞ1=2). Both density and temperature are normalized out
of the system (Noting normalised quantities with a tilde, density and
temperature—or equivalently, thermal velocity—can be normalised
out of the system by setting ~t ¼ xpet, ~x ¼ x=kD, ~v ¼ v=vTe,
~f ¼ vTef =n0, ~E ¼ kDeE=Te), so that the results presented in terms of
normalized quantities (e.g., time in terms ofxpet, wherexpe is the elec-
tron plasma frequency) are valid for a large range of reasonable values
of density and temperature. In this sense, to characterize the equilib-
rium, the only remaining input parameter is L=kD.

On top of this equilibrium, we introduce at t ¼ 0 a monochro-
matic wave of amplitude A and wavenumber k. The way this is imple-
mented slightly depends on the method, as described in Sec. IVA.

III. NUMERICAL METHODS

In this paper, we focus on three types of numerical approaches, two
of which take a Lagrangian point-of-view: Particle-In-Cell (PIC) and N-
body types. The third type of numerical approach, called as semi-
Lagrangian, takes a hybrid point-of-view: quantities are sampled on a
Eulerian grid, but are advected by tracing back Lagrangian trajectories.
Note that we do not include any fully-Eulerian approach in our investiga-
tion. For a comparison between PIC and Eulerian approaches, we refer to
Ref. 37.

A. Particle-in-cell

The transformation of the Vlasov equation into the PIC method
involves discretizing the plasma distribution function in phase-space
and approximating it using a finite number of “superparticles” or
“macroparticles.” Each macroparticle represents a large number of real
particles. The collective motion of macroparticles, and their interaction
with the fields are used to simulate the behavior of the entire plasma.
The connection between the Vlasov equation and the PIC method can
be formalized by introducing weight functions and translating the con-
tinuous distribution function into a discrete form. The macroparticles
move through a computational grid that discretizes the spatial domain.
The fields are solved on this grid, and the forces acting on the particles
are computed by interpolating the fields at the macroparticles’ posi-
tions. The particles are then advanced in time according to these
forces, and the resulting charge and current densities are used to
update the fields through Maxwell’s equations.
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To transform the Vlasov equation into a form suitable for the
PIC method, we first approximate the distribution function as a sum
of weighted Dirac delta functions, each representing a macroparticle.
In our simple 1Dmodel,

f ðx; v; tÞ �
X
p

wp d x � xpðtÞ
� �

d v� vpðtÞ
� �

; (3)

where p indexes the macroparticles, wp is the weight of the pth macro-
particle, xpðtÞ and vpðtÞ are the position and velocity of the pth macro-
particle at time t, and d is the Dirac delta function.

To reduce noise, and consistently with the statistical meaning of
the Vlasov equation, instead of using Dirac delta functions, a weight
function Sðx � xpÞ is introduced to spread the contribution of each
macroparticle over nearby grid points. The distribution function then
becomes

f ðx; v; tÞ �
X
p

wp S x � xpðtÞ
� �

d v� vpðtÞ
� �

: (4)

The weight function Sðx � xpÞ is typically a shape function, such as a
linear or quadratic function, which determines how the charge density
is distributed onto the grid from the macroparticles.

The charge density qðxÞ on the grid is calculated by summing the
contributions from all macroparticles, weighted by the shape function

qðxÞ ¼
X
p

qp S x � xpðtÞ
� �

; (5)

where qp ¼ wp q is the charge of the pth macroparticle. The Poisson
equation is solved on the grid to update the electric field EðxÞ based on
the charge densities. The electric field is interpolated from the grid xi
to the positions of the macroparticles using the shape function

Ep ¼
X
i

EðxiÞ Sðx � xpÞ: (6)

The equations of motion for each macroparticle p are solved to update
their positions and velocities, based on the interpolated electric field

dxp
dt

¼ vp; (7)

dvp
dt

¼ qp
mp

Ep: (8)

This step is called as particle pushing.
The process of charge density assignment, field solving, force

interpolation, and particle pushing is repeated iteratively to simulate
the time evolution of the plasma.

In summary, by using weight functions to discretize the distribu-
tion function and assign charge and current densities to the grid, the
Vlasov equation is effectively converted into a set of equations which
model plasma dynamics by tracking a manageable number of macro-
particles and their interaction with fields on a computational grid.

The specific PIC code used in this article is relatively versatile and
can be adapted to different physical models. For instance, it has been
used to simulate the plasma-wall transition in strongly magnetized
plasmas38,39 or to self-consistently calculate the temperature of a wall
facing a high heat load, taking into account thermionic emission and
its impact on the sheath structure.40

In the present study, two types of boundary conditions for elec-
trons were employed, i.e., periodic or mirror. The macroparticles were
initially uniformly distributed on the grid at the start of the calculation,
with a possible modulation if necessary (in the case described in Sec.
IVA of initial potential wave). The electron velocities were randomly
drawn from a Maxwellian distribution, with either zero drift velocity
or a drift depending on position (in the case described in Sec. IVA of
initial velocity drift). Finally, the Poisson equation was solved itera-
tively with /ð0Þ ¼ /ðLÞ ¼ 0.

B. Semi-Lagrangian

The semi-Lagrangian method is designed to solve the Vlasov
equation by following the characteristics of the phase-space flow back-
ward in time. The updated value of f on any fixed grid point is calcu-
lated by tracing back the trajectory (characteristic) from the current
grid point at time t ¼ tn to an earlier time t ¼ tn�1 ¼ tn � Dt. This
backward tracing determines the origin of the characteristics that
arrive at the grid point. In other words, although f is calculated on a
Eulerian grid, we use the Lagrangian fact that the distribution function
is conserved along particle trajectories,

f xpðtnÞ; vpðtnÞ; tn
� � ¼ f xpðtn�1Þ; vpðtn�1Þ; tn�1

� �
; (9)

where (xpðtÞ, vpðtÞ) is the Lagrangian trajectory of a virtual particle p
which coincides at time t ¼ tn with a point (xi, vj) of the Eulerian grid.

Once the origin (xpðtn�1Þ, vpðtn�1Þ) of the characteristic is found,
the distribution function f at this origin point is interpolated from the
grid values of f at the previous time step. This interpolated value is
then used to update the grid point at the current time step. The inter-
polation can be performed using various methods, such as linear,
cubic, or higher-order schemes, depending on the desired accuracy.
This approach is said to combine the strengths of Eulerian (relatively
noise-free compared to PIC37) and Lagrangian approaches.

In previous works,18 we developed a 1D semi-Lagrangian Vlasov
code, based on the Cubic-Interpolated-Propagation (CIP) scheme41

and the splitting method,31 which enabled accurate simulations of the
Vlasov–Poisson system.

All quantities such as f are discretized on uniform Eulerian grids
with Nx and Nv grid points in the x and v directions, respectively,
covering the computational domain ðx; vÞj0 � x < L;�vmax � v

�
� vmaxg. Periodic boundary conditions are applied in the x-direction,
while fixed boundary conditions are used in the v-direction. To achieve
second-order accuracy in time, we employ the Strang splitting
method42 as described in Ref. 43. Each time step, of duration Dt,
involves the following sequence of operations:

1. Perform advection according to @t f þ v @xf ¼ 0 for a duration of
Dt=2.

2. Update the electric field E by solving Poisson equation in Fourier
space.

3. Perform advection according to @t f þ ðqEðxÞ=mÞ @vf ¼ 0 for a
duration of Dt.

4. Repeat step 1.

Steps 1, 3, and 4 involve solving a 1D hyperbolic advection equa-
tion of the form

@tF þ u @sF ¼ 0; (10)
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where u is a constant in the s direction, s represents a generalized
advection coordinate, and F is a function of s and t.

In the present paper, we use the COBBLES code, where this
advection equation is treated in a conservative form, using the CIP-
CSL algorithm,44 extended to the (x, v) phase-space.45 The key idea is
that, to keep a phase-space density flux balance between neighboring
cells, the algorithm advects not only the distribution function f, but
integrated quantities

Ð
f dx,

Ð
f dv, and

Ð
f dxdv as well, where integrals

are between two successive grid points. This allows long-time accurate
simulations,46 with minimal loss of information.47

Hereafter, we describe simulations performed with Nx � Nv

¼ 1024� 1024 grid points, and a time step-width such that CFL
< 0:5, where CFL is the Courant–Friedrichs–Lewy number CFL
� vmax Dt Nx=ð2 LÞ.

C. N-body (infinite charged sheets)

A key assumption in the Vlasov equation is that the particles
interact through mean fields, ignoring direct particle-particle collisions
(collisionless regime). The N-body method, conversely, is a direct
numerical approach that simulates the plasma dynamics by tracking
the motion of individual particles. In this method, the equations of
motion for each particle are solved explicitly, accounting for the forces
due to interactions with all other particles in the system. The equations
of motion are the same as for the PIC method, but they are applied to
each real particle rather than to macroparticles, and the main differ-
ence is in the way the force is calculated.

The N-body method is more detailed but computationally inten-
sive. In the most basic version of this method, each of the N particles
interacts with every other particle, making the computational cost scale
as OðN2Þ in general. Techniques48 like tree codes49–51 or fast multipole
methods52,53 are often used to reduce computational complexity.

In high-density regimes where collisions become important,
extensions of the Vlasov equation, like the Vlasov–Boltzmann equa-
tion, might be used to incorporate some of the effects that are naturally
captured by the N-body method. However, recent studies,54–56 based
on weak turbulence calculations derived from the Klimontovich equa-
tion (incorporating all wavenumbers), have raised open questions
about the collision operator. These studies propose a modification of
the collision operator for the Vlasov distribution function. To clarify
this issue, N-body simulations provide crucial information. For exam-
ple, in a previous article,57 we estimated collision rates by conducting
computer simulations using a 1D N-body plasma model, enabling
comparisons between theoretical predictions and measured collision
rates.

The N-body code used in this paper is the same as in the latter
Ref. 57. The approach is inspired by Dawson’s sheet model,58 which
modeled a 1D plasma using an ensemble of infinite charged sheets
interacting via their self-consistent electric field. All sheets are nega-
tively charged (representing electrons) and evolve in a neutralizing
background (homogeneous positive charge density). Similarly, we
model a 1D plasma as a collection of infinite plane sheets, but consider
sheets of both electrons and ions, confined between two reflecting
walls. The motion of these sheets is governed by Newton’s laws, where
the electric field is constant between the sheets, leading to uniform
acceleration unless a sheet crosses a neighbor. This allows Newton’s
equations to be integrated analytically between two sheet-crossing
times. The code computes the collision time for each sheet with its

neighbor and evolves the system up to the smallest crossing time. The
main computational challenge is the identification of this minimum
time, which is efficiently handled using a heap-based algorithm. The
scaling of the algorithm with the number of sheets Ns is Ns logNs,
which allows for the simulation of systems with relatively large Ns (up
to the order of 104) with relatively low computational cost. This is an
important improvement from Dawson’s approach, which was limited
in terms of scalability due to OðN2

s Þ computational cost. Another
important improvement is the way we incorporate ensemble averaging
to mitigate noise, as described thereafter.

Both PIC and semi-Lagrangian approaches are based on the colli-
sionless Vlasov equation, which, in some sense, corresponds to a limit
of infinite number of particles (for a given, fixed density). Consistenly,
our PIC simulations typically include a large number of macropar-
ticles, of the order of several millions. Conversely, the N-body simula-
tions performed here describe only a relatively small number of
particles: Ns in the range 102–104. For this limited number of particles,
Coulomb collisions can play important roles. This is discussed further
in Appendix B.

IV. BOUNDARY CONDITIONS

In this section, let us discuss the boundary conditions in x, v, and
t (the initial conditions), for the three approaches described in Sec. III.

A. Initial conditions

To investigate Landau damping, an initial perturbation corre-
sponding to a monochromatic wave of amplitude A and wavenumber
k is imposed at t ¼ 0. The wavenumber k ¼ mk0, where m is an inte-
ger, is always a multiple of the smallest nonzero wavenumber
k0 ¼ 2p=L.

In the semi-Lagrangian code COBBLES, the initial distribution
function is set as

f ðx; v; t ¼ 0Þ ¼ fMðvÞ 1� A ðkD kÞ2 cosðkxÞ
� �

; (11)

where fMðvÞ is a Maxwellian distribution centered at v ¼ 0.
Substituting into Eq. (2) yields the initial electric potential,

/ðx; t ¼ 0Þ ¼ e A k2D n0
�0

cosðkxÞ: (12)

Note that the normalized initial electric potential is

e/
Te

¼ A cosðkxÞ; (13)

so that in this sense, A is a good dimensionless measure of fluctuation
amplitude.

In the PIC code, there are two ways to set the initial perturbation.
The first method is to initialize macroparticles according to the distri-
bution Eq. (11) (and according to a uniform distribution in space).
Given that through Poisson equation it is equivalent to Eq. (12), we
refer to this method as “initial potential wave.” The second method is
to impose a drift velocity,

vdrift ¼ A vTe sinðkxÞ; (14)

which corresponds to an initial distribution of macroparticles

f ðx; v; t ¼ 0Þ ¼ fM v� vdriftðxÞ½ �: (15)
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This initial velocity “kick” induces an electron density wave and a
corresponding electric wave. We refer to this method as “initial veloc-
ity drift.”

If A is small enough, we can estimate early-times distribution
function based on the free-streaming (E ¼ 0) solution,

f ðx; v; tÞ � f ðx � vt; v; t ¼ 0Þ ¼ fM v� vdriftðx � vtÞ½ �: (16)

Based on this free-streaming approximation, Fig. 1 illustrates how an
initial velocity drift withm ¼ 3 and A ¼ 0:1 induces after a short time
a density wave. Figure 2 confirms that the early-time dynamics in both
PIC and N-body simulations is consistent with the free-streaming pic-
ture. Disagreement for xpe t > 1 is due to significant electric field
already built up by that time. Although we do not show the figures for
concision, harmonics (m ¼ 10, 15, 20, etc.) are also excited, also in
agreement with the free-streaming solution for xpe t � 1, but
they remain small. The m ¼ 10 harmonic remains 9 times smaller
than the m ¼ 5 component, and the following harmonics are
negligible.

In this paper, we mention for each PIC simulation which of the
two methods are used: initial potential wave, or initial velocity drift.

In the N-body code, it is always the latter method, initial velocity
drift, that is, applied: the drift velocity Eq. (14) is applied to the initial
random distribution of sheets.

B. Spatial boundary conditions

Two types of spatial boundary conditions are investigated.

• Periodic boundary conditions: any x þ L is the same point as
any x.

• Mirror boundary conditions: particles are reflected at two walls
x ¼ 0 and x ¼ L.

The concept of our N-body code imposes mirror conditions,
while the implementation of our semi-Lagrangian code COBBLES
imposes periodic boundary conditions. Our PIC code, conversely, can
be switched between both, which is useful to compare the behavior of
a same plasma under these two boundary conditions.

We conducted 2 PIC simulations with the same initial perturba-
tion (m ¼ 5, initial velocity drift A ¼ 0:5) but different boundary con-
ditions. Figure 3 shows the location in phase-space of PIC
macroparticles near the resonant velocity v ¼ x=k, side-by-side
between periodic boundary conditions and mirror boundary condi-
tions. At t ¼ 20x�1

pe , there are some noticeable differences between
the periodic case and the mirror case, however they may be attributed
to an effect of chaos, given the random initial positioning of macropar-
ticles. There is no evidence from these data that the periodic or
mirror conditions have any significant impact on overall (rather than
individual) phase-space dynamics in this case where there is a kind of
“anti-symmetry” between v > 0 and v < 0 half-planes (i.e., the only
difference is the direction of propagation).

Figure 4 shows the time-evolution of the main velocity wave for
both simulations. The discrepancy remains below 1:5%. This confirms
that the periodic or mirror conditions do not have any significant
impact on overall dynamics, at least for the timescales we are investi-
gating in this paper.

The fact that periodic and mirror solutions are essentially the
same may appear surprising at first (at least they did surprise us).
However, for our simple setup where the equilibrium distribution is
symmetric in v, the linear dispersion is symmetric in k (with the nota-
tions of Eq. 18, we have Dðk; pÞ ¼ Dð�k; pÞ, as can be obtained with a
change of variables v ! �v). In this case, both forward- and
backward-propagating waves are solutions with the same damping
rate, resulting in an overall damped standing wave. Even the nonlinear

FIG. 1. Early-times effect of an initial sine velocity drift, assuming free-streaming. Top: contours of constant distribution function. Bottom: electron density.
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solution appears to be a sum of standing waves. Then, it is intuitive to
realize that a standing solution would not depend on periodic or mir-
ror solutions.

Let us think about the problem from the other point-of-view—
that of propagating waves. First, consider a case with only one wave,
propagating forward. For example, if a peak of the forward-propagating
wave arrives to a right boundary, coming from the left, it will lead in the
case of periodic boundaries to a peak propagating forward from the left
boundary, and in the case of mirror boundaries to a peak propagating
backward from the right boundary. In that case we expect the type of

boundary to matter. However, since there is a similar wave, propagating
backward, then the following happens simultaneously: a peak of the
backward-propagating wave arrives to a left boundary, coming from the
right, which leads in the case of periodic boundaries to a peak propagat-
ing backward from the right boundary, and in the case of mirror
boundaries to a peak propagating forward from the left boundary.
Generalizing, the mirror version of the backward-propagating wave
plays the role of the periodic version of the forward-propagating wave,
and vice versa. Overall, this explains again why the solution should not
depend on periodic or mirror boundaries.

FIG. 2. Early-times effect of an initial sine velocity drift: comparison with a PIC simulation with initial velocity drift (A ¼ 0:5, m ¼ 5) and with an ensemble of N-body simulations
(Ns ¼ 8192, Nr ¼ 8) with the same parameters. Top: spatial distribution of density for four different times. Bottom: time-evolution of m ¼ 5 component and zoom on the early
times.
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C. Velocity boundary conditions

In the velocity direction, there is in practice no boundary for the
PIC and N-body approaches. Macroparticles and charged sheets are
free to take any velocity value (there is a limitation due to floating
point representation, but in double precision that limit is never reached
in practice). For the semi-Lagrangian approach, the distribution func-
tion is computed within a bounded range �vmax � v � vmaxf g.

However, we always choose vmax large enough (many thermal veloci-
ties) that the values of the distribution function near the velocity
boundaries are negligible. In this sense, velocity boundaries are not a
limitation for the semi-Lagrangian approach either. Therefore, we do
not expect, nor did we observe, any difference between the three
approaches stemming from boundary conditions in the velocity
direction.

FIG. 3. Snapshot of the location in phase-space of macroparticles near the resonant velocity v ¼ x=k, in a PIC simulation with typical parameters (m ¼ 5, initial velocity drift
A ¼ 0:5). Left: periodic boundary conditions. Right: mirror boundary conditions. Top: t ¼ 0, center: t ¼ 10x�1

pe , and bottom: t ¼ 20x�1
pe .
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V. LANDAU DAMPING AND NONLINEAR REGIME

Before describing novel results, let us review known facts about
Landau damped Langmuir waves. For weak-enough perturbation, lin-
ear theory shows that the Fourier component m of the electric poten-
tial, /̂m, behaves as

/̂m ¼ C expðptÞ; (17)

for large enough t, where C is a complex constant, and p ¼ c� ix is
the complex root of a dispersion relation Dðk; pÞ ¼ 0 with the largest
real value (least negative c). This is true for t 	 jcj�1. For t � jcj�1, it
is not necessarily the case, as several poles in the complex p-plane can
significantly contribute to /̂m.

The linear dispersion relation is

Dðk; pÞ ¼ 1� i xpe

k n0

ð
P

@f0ðvÞ
@v

dv
pþ ikv

¼ 0; (18)

where P is a Landau-modified integral path, and f0ðvÞ is the analytic
continuation in the complex v-plane of the initial velocity distribution.
This dispersion relation can be solved analytically for limiting cases,
and numerically in general. Here, to avoid introducing any unneces-
sary approximation, we solve it numerically by locating the zeros of
DðpÞ in the complex p-plane. With L ¼ 100 kD, for mode m ¼ 5,
on which we focus hereafter, we obtain x ¼ 1:176 67xpe and c
¼ �0:017 638 2xpe. fNote that x is close to the well-known long-
wavelength approximation x=xpe � 1þ 3ðkDkÞ2=2 ¼ 1:148, but
this level of agreement is fortuitous since x is further from the
finer approximation x=xpe � ½ð1þ ð1þ 12k2Dk

2Þ1=2Þ=2�1=2 ¼ 1:1131
from which the former approximation stems. As for c, it is rather far
from the well-known approximation c� px3=ð2n0k2Þ@vf0jv¼x=k
¼�0:0348xpe.g

We performed a series of semi-Lagrangian (COBBLES) simula-
tions for various amplitudes A of an initial monochromatic wave
m ¼ 5. Figure 5 shows the time-evolution of the Fourier component
m ¼ 5 of potential fluctuation. As expected, as A ! 0, the numerical
solution approaches linear theory for t 
 jcj�1. For A ¼ 0:03, the dif-
ference is barely noticeable on this plot. In contrast, for A of the order

of 10�1 and above, nonlinear effects are evident. We can list 4 effects.
In the short term, visible in particular, in the first few bounces of the
potential amplitude (for xpet < 10), we observe, as A increases: (1) a
decrease in the oscillation period; and (2) an enhancement of damping
compared to linear Landau damping. In a longer timeframe (for
10 < xpet < 20), we observe, as A increases: (3) an increase in the
apparent oscillation period (the oscillation has no longer a single, fixed
frequency); and (4) a recovery of the amplitude. This behavior59 is
linked to the evolution of a BGK structure in phase-space (One piece
of evidence is that the time of half-turn of the phase-space structure,
Th ¼ p=xb where xb ¼ kðe/=mÞ1=2 is the bounce frequency, does
correspond to the observed evolution of the enveloppe as shown in
Fig. 8: Th=xpe � 45 for e/=Te � 0:05 corresponding to the case
A ¼ 0:1, and Tb=xpe � 82 for e/=Te � 0:015 corresponding to the
case A ¼ 0:03.). The evolution for further time is shown afterwards in
Fig. 8.

Given these nonlinear effects as fluctuation amplitude
approaches 10%, we argue that comparison with linear theory is
not always enough to confirm the validity of a numerical model to
simulate Landau damping. It is important to benchmark both lin-
ear and nonlinear regimes.60–62 This is the main objective of
Sec. VI.

VI. BENCHMARK

Cross-code comparison is an essential part of the development of
new algorithms, especially if they involve new numerical methods
(recent example: Ref. 63) or simply to measure the strengths and weak-
nesses of various approaches. Here, there is an additional objective:
taking advantage of the possibilities of the PIC code to switch between
periodic and mirror boundary conditions, and between initial potential
wave and initial velocity drift, we aim to clarify what information can
be compared, and to what accuracy, between setups with subtly differ-
ent initial and boundary conditions.

FIG. 4. Time-evolution of the imaginary part of Fourier component m ¼ 5 of velocity
fluctuation in two PIC simulations with typical parameters (m ¼ 5, initial velocity drift
A ¼ 0:5) and either periodic or mirror boundary conditions.

FIG. 5. Time-evolution of the absolute value of the real part of Fourier component
m ¼ 5 of potential fluctuation, for various initial amplitudes of potential wave
m ¼ 5, in semi-Lagrangian (COBBLES) simulations. To facilitate comparison, each
simulation is renormalized so that they all start from the value 1. Dashed curve:
j cosðxtÞj expðctÞ, renormalized to fit the simulation result for A ! 0 and
t 
 jcj�1. Inset: zoom on the second “rebound.”
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A. semi-Lagrangian vs PIC

We conducted PIC simulations with the same conditions as in
the COBBLES simulations presented in Fig. 5, that is with an initial
potential wave m ¼ 5 (kDk ¼ 5� 2p=100), with periodic boundary
conditions, and with varying initial amplitudes of fluctuation.

Figure 6 shows the time-evolution of the m ¼ 5 component of
potential fluctuation for both PIC and COBBLES simulations, for large
initial amplitude A ¼ 0:5. For xpet < 100, there is accurate quantita-
tive agreement, including basic linear behavior and nonlinear effects
(in terms of frequencies, phases, and amplitudes). The agreement starts
to deteriorate after about 20 oscillations. Increasing the number of PIC
macroparticles from 20 to 200 � 106 postpones the time where dis-
crepancies grow, but only by about 3 oscillation periods.

Here, the PIC simulations use 1000 spatial grid points on the box
of length L ¼ 100KD. In other words, the spatial step width is
Dx ¼ 0:1KD. To check that this is small enough, we perform a test of
convergence. Figure 7 shows two typical peaks around xpet � 60 of
density fluctuations. The discrepancy between the case Dx ¼ 0:1KD

and the case Dx ¼ 0:05KD remains below 1%, which confirms that
the simulation is converged in terms of spatial step width.

Figure 8 shows the time-evolution of the m ¼ 5 component of
potential fluctuation for both kinds of simulations again, but for
smaller initial amplitudes: A ¼ 0:1 and A ¼ 0:03. (These are less strin-
gent tests that for A ¼ 0:5, because nonlinear particle trapping plays
less significant roles). We stop the PIC simulations around xpet < 60,
which is enough to observe the nonlinear behavior. This figure con-
firms that the quantitative agreement for xpet < 60 remains of very
good quality for lower amplitudes.

B. N-body vs PIC

A straightforward approach to test the capability of an N-body
code to reproduce collisionless Landau damping is to increase the
number of particles as much as possible. This aims to approach the
collisionless regime, where collective effects dominate over collisional

ones due to the small number of particle-particle interactions, in order
to compare simulation results against linear theory. Calculation cost
limits how high the number of particles, or sheets in our case, can be
increased. However, Ref. 57 confirms that for Ns ¼ 8192, which is
tractable, collisional effects are negligible compared to Landau damp-
ing of reasonably sized (kDk � 1) waves.

The problem with this approach is that a wave, whose amplitude
must be small enough for linear theory to be valid, is easily drowned in
the noise due to the limited number of particles. Figure 9 shows the
time-evolution of re-normalized amplitude of the m ¼ 5 wave for
Ns ¼ 8192 and varying initial amplitudes, against collisionless linear
theory. None of the 4 simulations matches linear theory, as can be seen
for example by focusing on the end of the second oscillation, near
xpe t ¼ 11. The three simulations for A � 0:2 suffer too much from
noise, and the three simulations for A � 0:1 are too far from the linear

FIG. 6. Benchmark of PIC vs semi-Lagrangian: time-evolution of the absolute value of the real part of Fourier component m ¼ 5 of potential fluctuation. The vertical axis is
renormalized such that fluctuation amplitude starts from unity. Note that unlike Fig. 5, the vertical scale is linear. Very large initial amplitude of potential wave, A ¼ 0:5. Inset:
zoom on the 120 < xpet < 150 section, with additional curve (green, bold) corresponding to a PIC simulation with 10 times more macroparticles (200 � 106).

FIG. 7. Convergence test on the spatial step width Dx in PIC simulations. Two typi-
cal peaks around xpet � 60—instead of the whole time-evolution—are shown. The
legend indicates the value of Dx=KD. Here, the Fourier component of the density
wave is shown, but this is equivalent to that of the potential wave.
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regime. Therefore, there is no range of A where a match with linear
theory can be confirmed.

A method to extract low-amplitude waves by averaging ensem-
bles of noisy N-body simulations is described in Appendix A. Signal-
to-noise ratio can be increased by an order-of-magnitude. However, it
turns out that, when A is small enough to neglect nonlinear effects,
this is still not enough to confidently make accurate comparisons
between simulation results and linear theory.

Therefore, to test the capability of our N-body code to accurately
simulate Landau damping, we switch from a verification against linear
theory, to a benchmark against PIC simulations with mirror boundary
conditions, which can be done for higher values of A.

Though collisionless PIC and collisional N-body simulations are
fundamentally different, we expect them to match for a large enough
number Ns of sheets and early enough times—before collisional effects
had time to affect the evolution. As is described in Appendix B, colli-
sional effects are much slower than collisionless damping for
Ns > 500. Here, we compare a PIC simulation and an ensemble of

Nr ¼ 8 N-body simulation with a relatively large number of sheets
Ns ¼ 8192, both with mirror boundary conditions and initial velocity
drift of amplitude A ¼ 0:5. Figure 10 shows the time-evolution of the
imaginary part of Fourier component m ¼ 5 of velocity fluctuation.
PIC and N-body solutions agree very well for t < 18x�1

pe . We assume
that the discrepancy, which gradually appears after t ¼ 18x�1

pe can be
attributed to Coulomb collisions.

Figure 11 shows how the solution depends on the number of
sheets, albeit for a smaller amplitude of initial perturbation, and for
shorter time. The solutions for Ns ¼ 512, 1024, and 2048 are very sim-
ilar. This indicates that Ns ¼ 8192 is enough to be well into the colli-
sionless limit.

FIG. 9. N-body (Ns ¼ 8192) simulations compared to linear theory: time-evolution
of re-normalized amplitude of the m ¼ 5 wave for varying initial amplitudes of veloc-
ity drift. Ensemble averaging is not applied; each curve is an individual simulation.
The dashed curve corresponds to collisionless linear theory.

FIG. 8. Benchmark of PIC vs semi-Lagrangian: time-evolution of the absolute value
of the real part of Fourier component m ¼ 5 of potential fluctuation. The vertical
axis is renormalized such that fluctuation amplitude starts from unity. Note that
unlike Fig. 5, the vertical scale is linear. Top: large initial amplitude of potential
wave, A ¼ 0:1. Bottom: smaller initial amplitude, A ¼ 0:03 (dashed: renormalized
A ¼ 0:1 for comparison).

FIG. 10. Benchmark of N-body (Ns ¼ 8192, Nr ¼ 8) vs PIC: time-evolution of the
imaginary part of Fourier component m ¼ 5 of velocity fluctuation for large initial
amplitude of velocity drift, A ¼ 0:5.
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VII. CONCLUSION

The 1D Vlasov–Poisson model is a powerful tool in plasma phys-
ics, providing essential insights into wave dynamics, particle interac-
tions, and instabilities in a wide range of physical systems, from
laboratory plasmas to astrophysical environments. In this paper, we
conducted a benchmark study comparing three numerical methods—
Particle-In-Cell (PIC), semi-Lagrangian, and N-body simulations—for
the analysis of Landau-damped Langmuir waves in a 1D Vlasov–
Poisson system. Although semi-Lagrangian and N-body simulations
have different boundary conditions, and slightly different initial condi-
tions, they can be bridged via PIC simulations, which handle both
types of boundary conditions and both types of initial conditions.

The results showed that, for xpet < 100, our PIC code and the
semi-Lagrangian COBBLES code produce near-identical solutions for
both linear and nonlinear Landau damping in collisionless plasmas.
Specifically, for initial wave amplitudes A � 0:03, the damping rates
observed in PIC and semi-Lagrangian simulations were consistent
with linear Landau damping theory. Nonlinear effects, such as oscilla-
tion frequency shifts and amplitude recovery, were observed for higher
amplitudes A � 0:1, aligning with theoretical predictions of phase-
space structure evolution.

The N-body method, which models charged particles as infi-
nite sheets and explicitly tracks particle-particle interactions, was
shown to accurately reproduce Landau damping in the collisionless
regime when the number of sheets Ns, was sufficiently large (typi-
cally Ns > 500). The N-body simulations exhibited much higher
noise levels compared to PIC and semi-Lagrangian methods, but
the method presented in Appendix A is successful in extracting the
relevant information, namely, the time-evolution of a plasma-
velocity wave.

The quantitative agreements obtained in the two benchmarks
(semi-Lagrangian vs PIC; and N-body vs PIC) serve to give confidence
in the three codes, which have been developed separately by three dif-
ferent persons or groups of persons.

Both PIC and Vlasov codes are quite efficient at capturing the
physics of Landau damping, offering reasonable computation times
and good time resolution compared to the N-body approach.

However, the N-body approach has the advantage of accurately
describing Coulomb collisions (from first principles), as is described in
Appendix B.

The exploration of boundary conditions (periodic vs mirror) and
initial perturbation types (potential wave vs velocity drift) underscores
the importance of setup-specific effects on simulation outcomes. These
findings are not only relevant to 1D electrostatic systems but also pro-
vide a foundation for benchmarking and improving numerical meth-
ods in more complex scenarios, such as 2D/3D electromagnetic
plasmas.
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APPENDIX A: METHODOLOGY FORMEASURING
WAVES IN N-BODY SIMULATIONS

The output of one N-body simulation, at a given time t, is the
list of location in phase-space of all Ns sheets. The first step in our
method is to group these data in Nh boxes, regularly spaced, to
obtain the sheet density ne and the average sheet velocity ve as func-
tions of x. We choose a number of boxes that is not a multiple of
the mode number m under consideration, to avoid an artifact due
to aliasing. For m ¼ 5, we arbitrarily focused on multiples of 11 and
17 (Nh ¼ 11; 17; 22; 33; 34; 44; 51; 55;…). Nh must be large enough
to identify without ambiguity a given m-components in the Fourier

FIG. 11. Time-evolution of the imaginary part of Fourier component m ¼ 5 of veloc-
ity fluctuation for moderate initial amplitude of velocity drift, A ¼ 0:1, and for varying
number of sheets Ns and Nr � 80.
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spectrum, but small enough that a box includes much sheets, thus
mitigating noise due to the random initialization. Scanning different
values of Nh, we found Nh ¼ 88 to be a good compromise.

Both ne and ve are then transformed to Fourier space using a
FFT algorithm. Alternatively, we use a direct sine transform. It turns
out that ve shows clearer trends compared to ne. Figure 12
shows the time-evolution of the imaginary part of Fourier compo-
nent m ¼ 5 of velocity fluctuation in N-body simulations with
Ns ¼ 8192, for varying initial amplitudes. For this large number of
sheets, and for high fluctuation amplitude A ¼ 0:5, the data appears
to not suffer much from noise. The problem with noise becomes
evident as A decreases. For A ¼ 0:03, the noise level is such that
even at t ¼ 0 the measured amplitude of the wave is twice larger
than the imposed one. Although this is not illustrated here, noise
causes even more evident issues as the number of sheets is reduced.

Therefore, in general, the histogram obtained from one simula-
tion is too noisy for a meaningful analysis. To solve this issue, we
group in one histogram a number Nr of realizations of the same
simulation (where only the seed of the random number generator
used to initialize sheets was varied). When the number of sheets Ns

is small, a large number Nr of simulations is required to reach a low
level of noise. Typically, we use Nr ¼ 10 for Ns ¼ 8192, and up to
Nr ¼ 640 for Ns ¼ 128. Figure 13 shows an example of the velocity
histogram at t ¼ 0, without and with ensemble averaging. The
m ¼ 5 wave becomes evident as Nr approaches 
 10. When the
number of sheets Ns is small, a large number Nr of simulations is
required to reach a low level of noise. Typically, we use Nr ¼ 10 for
Ns ¼ 8192, and up to Nr ¼ 640 for Ns ¼ 128.

We can quantify the signal-to-noise ratio by focusing on initial
time t ¼ 0, where we expect the histogram of ve to follow vdrift
¼ AvTe sinðkxÞ (and jv̂e ;5j ¼ A) in the limit of infinite sheets.
Figure 14 shows the relative error in ve, defined as the average over
x of jve � vdriftj, normalized to A. As expected, the error decreases
following a square root law with increasing number of realizations.
Deviations from the square root law, and crossing of some curves,
are due to mere randomness. For Ns ¼ 128, averaging over 256 real-
izations reduces the relative error from 447% to 32%. The latter
error is still quite large, but it is the result of accumulating absolute
values. In terms of the wave itself, which is what we aim to measure,
the relative error is much smaller. Figure 14 includes the relative

FIG. 12. Time-evolution of the imaginary part of Fourier component m ¼ 5 of velocity fluctuation in N-body simulations with Ns ¼ 8192, for varying initial amplitudes of velocity
drift. The equivalent COBBLES simulations are shown for comparison, though boundary and initial conditions differ. Note that the vertical axis is renormalized to A so that all
solutions are expect to start from the value 1 at t ¼ 0.
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error in v̂e ;5, defined as jA5 � Aj=A, where A5 ¼ jv̂e ;5j. Here, the
typical error after a reasonable number of realizations is less than
10%. The few points with very small relative error result from mere
coincidences.

Finally, Fig. 15 shows the time evolution of mode m ¼ 5 of
velocity fluctuations in N-body simulations (with initial velocity

drift A ¼ 0:1, m ¼ 5), for various numbers of realizations Nr . Each
sub-figure corresponds to a different number of sheets Ns from 128
to 1024. The smoothness of the curve for high-enough number of
realizations can be interpreted as further confirmation of sufficient
statistical quality of the data.

APPENDIX B: COLLISIONLESS AND COLLISIONAL
LANDAU DAMPING

Here, we describe research that was enabled by comparing
results between N-body and COBBLES simulations, which was
first reported in Ref. 57, and we extend on it by providing compar-
ison with PIC simulations. The benchmark presented in Sec. VI,
which was actually completed before we submitted the latter refer-
ence, served to build confidence in the simulation codes and in the
methodology. Hereafter, we describe the methodology in more
details.

The goal was to measure collisional damping in N-body simu-
lations by substracting collisionless Landau damping from mea-
sured total damping. The initial perturbation is a velocity drift with
either m ¼ 5 or m ¼ 6. By trial and error, we found that the choice
A ¼ 0:1 gave a good compromise between the difficulty of extract-
ing the wave from the noise for small A, and the complications due
to nonlinear effects for large A (In the sense that for this value
A ¼ 0:1, the measured value of damping agrees between PIC,
COBBLES, and N-body simulations with high-enough Ns).

Figure 16 shows the time-evolution of the imaginary part of
Fourier component m ¼ 5 of velocity fluctuation in ensemble-
averaged N-body simulations (method described in Appendix A)
with initial amplitude A ¼ 0:1, and varying number of sheets Ns.
Qualitatively, the enhancement of damping as Ns decreases is clearly
visible in this figure. Quantitatively, to measure the total damping
rate more accurately, we further increase the number of realizations.

Our method was finally applied to a collection of more than
2000N-body simulations. Figure 17 shows the damping rate mea-
sured in N-body simulations with varying number of sheets and
two choices of mode number m. The figure includes the damping
rate measured in PIC simulations (initial velocity drift, A ¼ 0:1,
mirror boundary conditions), and in COBBLES simulations (initial
potential wave, periodic boundary conditions, and A adjusted such
that velocity fluctuations are similar).

A simplified version was presented in Fig. 7 of Ref. 57. Here, addi-
tionally, we include the comparison with PIC simulations (which was
done, after publication of the latter reference, for the present paper),
and for both N-body and PIC results we include vertical bars to indi-
cate the uncertainty, estimated from an ensemble of plausible fits of the
local maxima of fluctuation amplitude to expðctÞ. The additional com-
parison with the PIC code is important because it removes ambiguity
due to different initial conditions and boundary conditions. We can
confirm that for Ns of the order of 103 and above, the effect of
Coulomb collisions appears to be negligible compared to Landau
damping. The consequent separation of Landau and collisional time-
scales is what makes possible the benchmark described in Sec. VIB.
For smaller values of Ns, the difference between measured damping
and the corresponding horizontal line can be attributed to Coulomb
collisions. In Ref. 57, this technique was used to obtain the rate of colli-
sional damping as a function of the plasma parameter g.

FIG. 14. Initial relative error in N-body simulations (with initial velocity drift A ¼ 0:1,
m ¼ 5) against the number of realizations Nr for various numbers of sheets Ns.
Top: relative error in veðxÞ, accumulated in x. Bottom: relative error in the norm of
m ¼ 5 Fourier component. The legend is shared.

FIG. 13. Histogram (Nh ¼ 44) of sheet velocity veðxÞ at t ¼ 0, with Ns ¼ 1024
sheets and initial amplitude of velocity drift A ¼ 0:1, without (Nr ¼ 1) and with
ensemble average (Nr ¼ 16, 32, 80).
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FIG. 15. Time evolution of mode m ¼ 5 of velocity fluctuations in N-body simulations (with initial velocity drift A ¼ 0:1, m ¼ 5), for various numbers of realizations Nr , and for
various numbers of sheets Ns.

FIG. 16. Time-evolution of the absolute value of the imaginary part of Fourier component m ¼ 5 of velocity fluctuation in ensemble-averaged N-body simulations with initial
amplitude of velocity drift A ¼ 0:1, and varying number of sheets Ns (noted N in the legend).
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